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ABSTRACT: Cadmium Sulfide (CdS) nanostructures have been
widely applied for solar driven H2 generations due to its suitable
band gap and band edge energetics. For an efficient photoreduction
reaction, hole scavenging from CdS needs to compete favorably with
many recombination processes. Extensive spectroscopic studies
show evidence for hole trapping in CdS nanostructures, which
naturally leads the concern of extracting trapped holes from CdS in
photocatalytic reactions. Here, we report a study of hole transfer
dynamics from colloidal CdS nanorods (NRs) to adsorbed hole
acceptor, phenothiazine (PTZ), using transient absorption spec-
troscopy. We show that >99% of the holes were trapped (with a
time constant of 0.73 ps) in free CdS NRs to form a photoinduced
transient absorption (PA) feature. In the presence of PTZ, we observed the decay of the PA feature and corresponding formation
of oxidized PTZ+ radicals, providing direct spectroscopic evidence for trapped hole transfer from CdS. The trapped holes were
extracted by PTZ in 3.8 ± 1.7 ns (half-life) to form long-lived charge separated states (CdS−-PTZ+) with a half lifetime of 310 ±
50 ns. This hole transfer time is significantly faster than the slow conduction band electron−trapped hole recombination (half
lifetime of 67 ± 1 ns) in free CdS NRs, leading to an extraction efficiency of 94.7 ± 9.0%. Our results show that despite rapid
hole trapping in CdS NRs, efficient extraction of trapped holes by electron donors and slow recombination of the resulting
charge-separated states can still be achieved to enable efficient photoreduction using CdS nanocrystals.

■ INTRODUCTION

Since Fujishima and Honda’s pioneering work of photocatalytic
water oxidation using TiO2 electrode,1 photodriven water
splitting by semiconductors has been extensively investigated.2

Recent years have seen a particularly drastic resurgence of this
field, driven in part by advances in nanomaterial synthesis.3−6 It
is now possible to fabricate nanostructures that can
simultaneously have large surface areas for high catalyst loading
and small diameters for efficient carrier collection, both of
which can in principle enhance photocatalytic performances.3−6

However, large surface area also increases the probability of
electron and hole trapping at surface defect states in
nanomaterials, which can potentially lower their photocatalytic
performances. This competition between advantages and
disadvantages is a common feature for many nanomaterials,
including CdS, which has been widely investigated for solar-
driven water reduction (H2 generation) due to its visible light
absorption, suitable conduction band (CB) edge energetics, and
facile deposition of cocatalysts (such as Pt and Ni nano-
particles) to further enhance its H2 generation perform-
ances.7−11

In a typical H2 generation reaction from CdS nanostructures,
photogenerated electron−hole pairs in CdS are separated, with
the electron transferred to attached catalysts or active surface
sites for proton reduction and hole scavenged by added

sacrificial electron donors.12,13 Although electron transfer
processes are often fast (ps to ns time scale),12−15

consumptions of electrons by catalytic turnover are relatively
slow (μs to ms time scale).16−18 Therefore, for efficient H2

generation, hole transfer to sacrificial donors needs to be fast to
suppress recombinations loss.12 Indeed, it has recently been
demonstrated that hole transfer is the efficiency limiting step in
many semiconductor nanostructure based photoreduction
systems.12,19−21 Extensive spectroscopic studies on CdS
nanocrystals have revealed that valence band (VB) holes are
often trapped into surface states in a subps time scale.13,22−26

Compared with electron transfer, much less is known about
hole transfer from nanocrystals27−31 and the effect of hole
trapping on this process.
Herein, we report the study of hole transfer from colloidal

CdS nanorods (NRs) to adsorbed molecular hole acceptors,
phenothiazine (PTZ), shown in Scheme 1, using pump−probe
transient absorption (TA) spectroscopy on the ps to μs time
scale. CdS NR was chosen because previous study reported
near unity efficiency of hole trapping,13 which makes it an
excellent model system to investigate trapped hole transfer
process. PTZ was used because it is has relatively low oxidation
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potential (−5.5 V vs vacuum) and its oxidized form, the radical
cation (PTZ+), exhibits a strong and characteristic absorption at
∼520 nm,27 which is well separated from absorption features of
CdS NRs. Consistent with previous report, we observed that
almost all the holes were trapped (with at time constant of 0.73
ps) in free CdS NRs to form a photoinduced transient
absorption (PA) feature. In the presence of PTZ, the trapped
holes were transferred to PTZ to form PTZ+ radical cations in
∼3.8 ns (half-life). Compared with a relatively long half lifetime
(67 ns) of trapped holes in free CdS NRs, we estimated that an
extraction efficiency of ∼95% could be achieved. In addition,
we showed that charge separated states (CdS−-PTZ+) were
long-lived (310 ± 50 ns), which is also highly desirable for
efficient photocatalysis.

■ RESULTS AND DISCUSSION
Sample Preparation and Characterizations. Colloidal

CdS NRs were synthesized by a seeded-growth procedure using
CdS QDs (diameter of ∼2.6 nm) as seeds.32,33 Synthetic details
are described in the Supporting Information (SI). A
representative transmission electron microscopy (TEM)
image of the as-prepared CdS NRs is shown in Figure 1a.
These NRs had average (with standard deviations) length and
diameter of 23 (±2.0) nm and 3.5 (±0.2) nm, respectively
(Figure S1). Many NRs contained a bulb-like or branched
structure near one end with diameter larger than the rod, a
common feature in many seeded-grown NRs14,34−39 Typically,
these bulbs surround the seeds, which likely results from
imperfect phase control of the CdS seeds: while growth along
the [001] crystal axis dominates in wurtzite structure, zinc
blende seeds facilitate isotropic growth along several different
cryptographic directions.37 The static absorption and emission
spectra of CdS NRs dispersed in heptane are displayed in
Figure 1b, exhibiting features similar to previously reported
spectra of CdS NRs.13,33,40 The absorption peaks at ∼390 and
∼450 nm can be assigned to 1Π and 1Σ excitonic bands,
respectively, arising from quantum confinement in the radial
direction.41−43 The photoluminescence (PL) spectrum (meas-
ured at 400 nm excitation) shows two distinct bands at around
460 and 650 nm. While the first emission band corresponds

well to the Stokes-shifted 1Σ exciton emission, the second one
is related to recombination between conduction band (CB)
electrons and trapped holes.13,24,25 The broad width of the
latter can be attributed to broad energetic distribution of hole
trap levels and/or strong couplings between trapped holes and
lattice phonons.44,45 The PL quantum yield (QY) was
estimated to be ∼0.1%. Although the band edge and trap
emission bands had similar strength (∼1:2.8 in area), we will
show later that the holes were almost completely (>99.9%)
trapped in CdS NRs and it is the extremely low QY of trap
emission that leads to comparable strength between these two
emissions.
The absorption spectrum of CdS NR-PTZ complexes

(Figure 1b) showed CdS exciton peaks similar to free CdS
NRs and an additional absorption band of PTZ molecules at
<380 nm.46 Using their extinction coefficients, we estimated
that concentration of CdS NRs and PTZ were 8.5 × 10−7 M
and 4.2 × 10−3 M, respectively, and their mole ratio was
∼1:5000 (see SI for details, Figure S2). The concentration of
PTZ was similar to that of sacrificial donors typically used in
photocatalytic systems.20 Since PTZ is soluble in heptane, there
exists an equilibrium between PTZ molecules dissolved in
heptane and those bound to the NR surfaces. We observed
efficient quenching of NR band edge and trap state PL by PTZ
(Figure 1b). PL quenching could occur through electron, hole
and energy transfer pathways. As shown in Scheme 1b, the
energy level alignment between CdS NRs and PTZ only allows
hole transfer from the photoexcited CdS to PTZ HOMO,
which is followed by subsequent electron transfer from the CdS
CB to the oxidized PTZ to regenerate the complex in the
ground state. We note that similar hole transfer induced PL
quenching using other electron donors, such as thiols, has been
previously reported.12,19 However, PTZ has a spectroscopic
feature in the oxidized state (PTZ+) that allows us to investigate
the competition of hole trapping and interfacial transfer
dynamics using pump−probe TA spectroscopy.

Ultrafast TA Spectroscopic Studies. The details of
pump−probe TA set-ups are described in the SI. Briefly, a
pump pulse at 400 nm (∼150 fs) was used to selectively excite

Scheme 1a

a(a) Schematic structure of CdS NR-PTZ complexes and possible
charge separation and recombination pathways. (b) Energy level
scheme of the CdS NR-PTZ complexes and possible exciton
quenching pathways. Photoexcited holes can be trapped into mid-
gap states (blue arrow) and these trapped holes can transfer to the
HOMO of PTZ (green arrow). Charge recombination between
electrons in the conduction band of CdS and holes in PTZ HOMO
(red arrow) regenerate the ground state complexes.

Figure 1. (a) A representative transmission electron microscopy
(TEM) image of colloidal CdS NRs. (b) Absorption (solid lines) and
photoluminescence (PL, dashed lines) spectra of free CdS NRs (black
lines) and CdS NR-PTZ complexes (red lines) dispersed in heptane.
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the CdS NRs and the induced absorption changes, as a function
of both wavelength and time, were monitored by a white light
continuum probe pulse variably delayed (from fs to μs) with
respect to the pump pulse, providing a complete record of hole
trapping, transfer and recombination events.
Hole Trapping in CdS NRs. The TA spectra of free CdS

NRs dispersed in heptane at indicated time delays after 400 nm
excitation are shown in Figure 2a. They show a dominant

exciton bleach (XB) feature at ∼450 nm (that can be assigned
to state filling of CB 1σe electronic level of CdS NRs13) and an
absorptive feature to the blue of XB due to exciton−exciton
interactions (i.e., the presence of 1Σ exciton shifts the transition
of higher 1Π exciton through Stark Effect).47 There is also a
bleach at ∼470 nm, on the red shoulder of XB feature, caused
by electrons localized in the bulb region of NRs where the
lowest exciton transition is red-shifted from the rod.14 In our
measurement we have used low excitation flux to ensure that
the average exciton number on each NR was less than one. This
is confirmed by negligible (<11%) XB decay in 1 ns, excluding
the existence of multiexciton annihilation process which
typically occurs on the several to 100s of ps time scale.48 The
TA spectra also contain a weak broad band photoinduced
absorption (PA) feature to the red of XB (with amplitude ∼200
times weaker than XB feature). Similar PA features have been
observed in other QDs and NRs and were attributed to
holes,13,27,49−52 and hole transfer induced PA decay was
reported for CdSe QDs.27 PA features should be forbidden in
ideal nanocrystals, but it can gain some oscillator strengths due
to either the presence of surface states or deviation from
symmetric nanocrystal shapes.53

The kinetics of XB from 0 ps to 3 μs in free CdS NRs is
shown in Figure 2b. It is formed in 70(±20) fs due to electron
relaxation from 1πe to 1σe electronic level. After a slight decay

(∼5%) within the first 2 ps, the XB feature is long-lived, whose
multiexponential fit reveals a half-life of 67 ± 1 ns (amplitude-
weighted averaged lifetime of 360 ± 15 ns). The fitting
parameters are listed in Table S1 in the SI. This CB electron
lifetime is an order of magnitude longer than that in typical
quantum confined nanocrystal (∼10 ns),48 suggesting slow
electron trapping (well-passivated NRs surfaces) and slow
electron−hole radiative and/or nonradiative recombinations.
The initial XB bleach (or CB electron) decay within 2 ps
(∼5%) can be attributed mainly to electron localization from
the CdS rod into bulb region in some of the nonuniform NRs
driven by confinement energy gradient14 (see SI for details).
The kinetics of PA feature is wavelength independent from

540 to 720 nm (Figure S3) and in Figure 2b we show the
average PA kinetics between 540 and 600 nm. It has a single-
exponential (0.73 ± 0.07 ps time constant) formation process
slower than that of XB, consistent with previous observa-
tions.13,54 PA decays in exactly the same way as XB and they
agree with the PL decay kinetics of the trap emission band.
Note that due to the instrument response function (IRF) of our
PL decay measurements, we were unable to resolved trap PL
decay kinetics before ∼200 ps. Nonetheless, the excellent
agreement between XB, PA and trap PL indicates that majority
of the holes are trapped to form the PA signal and CB electrons
decay through recombination with trapped holes. Assuming
that band edge electron−hole recombination time is on the
order of ∼1 ns13,41 and all the NRs have the ultrafast hole
trapping pathway, the percentage of trapped holes is estimated
to be ∼99.9%. The reduced wave function overlap between the
CB electrons and localized trapped holes likely leads to
phonon-assisted recombination process with extremely low
emission QY and long lifetime. Although the radiative
recombination between CB electrons and VB holes is only a
minor pathway because of the fast VB hole trapping process,
the relatively large radiative decay rates in one-dimensional
nanostructures can still lead to appreciable band edge emission
in the static PL spectrum. It is comparable to the dominant CB
electron-trapped hole recombination process, which decays
mainly through nonradiative pathway.41,55

Hole Transfer from CdS NRs. CdS NR-PTZ complexes
dispersed in heptane were studied under the same conditions
(same absorbance at 400 nm and pump power) as free CdS
NRs to allow direct comparison of TA signal amplitudes.
Compared to free NRs, the TA spectra of NR-PTZ complexes
(Figure 3a) are still dominated by a long-lived XB feature,
indicating that addition of PTZ neither introduces electron
transfer channel nor affected the surface passivation of NRs. As
shown in Scheme 1a, PTZ molecules presumably bind to NR
surfaces through the sulfur atom due to its strong binding
energy with Cd2+ on surfaces,56 by either filling in
uncoordinated sites or replacing native phosphonic acid ligands,
neither of which should decrease the passivation of Cd2+ related
electron trap sites. The PA signal (Figure 3b) shows a fast
decay on the ∼1 ns time scale and a concomitant formation of
an absorptive band of oxidized form of PTZ (i.e., PTZ+ radical)
at ∼520 nm,27 providing direct evidence for transfer of trapped
holes from CdS NRs to the adsorbed PTZ molecules. The
radical signal reaches its maximum at ∼100 ns, indicating
completion of the hole transfer (HT) process, and decays on
the μs time scale, due to charge recombination (CR) between
the CdS CB electrons and PTZ+ radicals (see eq 1).

Figure 2. TA spectra and kinetics of CdS NRs measured with 400 nm
excitation. (a) TA spectra of CdS NRs at indicated delays, showing a
dominant exciton bleach (XB) signal. Inset is a zoom-in of the weak
photoinduced absorption (PA) signal. (b) Kinetics of transient PA
(red dashed line) and XB (blue dashed line) in NRs and time-resolved
PL decay (green dashed line). The black solid lines are multi-
exponential fits to these kinetics.
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The charge separation and recombination rates in CdS NR-
PTZ complexes can be determined by following the TA kinetics
of conduction band electrons (XB), trapped holes (PA) and
oxidized hole acceptors (PTZ+ radical). The fitting model is
described in Scheme S1 in the SI. As shown in Figure 4a, the
XB feature in CdS NR-PTZ complexes (250 ± 2 ns half
lifetime) is longer-lived compared with free NRs (67 ± 1 ns).
This is consistent with an interfacial hole transfer process to
PTZ, which prolongs CB electron lifetime. The PA in NR-PTZ
complexes (Figure 4b) shows the same formation process as in
free NRs, indicating that the hole trapping process is not
affected by the presence of PTZ. It suggests that in CdS NRs,
PTZ does not passivate the hole trap states on NRs and hole
transfer to PTZ cannot compete with the intrinsic ultrafast
(0.73 ps) hole trapping process. Compared with free NRs, PA
signal in NR-PTZ complexes shows much faster decay, with a
half-life of 3.6 ± 1.5 ns (average lifetime of 35.8 ± 4.5 ns, Table
S1), indicating the transfer of trapped holes to PTZ. The large
difference between half and amplitude averaged lifetimes arises
from highly heterogeneous nature of hole transfer processes.
Since the latter is sensitive to the time constant of slow
component which is difficult to be accurately determined,57−59

we use half-lives to calculate hole transfer time and efficiency
according to eqs 2 and 3:

τ τ τ= −−1/ 1/ 1/HT PA,NR PTZ PA,NR (2)

τ τΦ = − /HT PA,NR PTZ HT (3)

where τPA,NR and τPA,NR‑PTZ are half-lives of PA signals in NRs
and NR-PTZ complexes, respectively. The calculated hole
transfer time is 3.8 ± 1.7 ns and hole transfer efficiency is 94.7
± 9.0%. This result suggests that the trapped holes in CdS NRs

can still be efficiently extracted, which is crucial for the
applications of CdS NRs in photocatalytic reactions.
In addition to the PA signal, hole transfer process was also

followed by the kinetics of PTZ+ radical signal. Due to the
overlap of PTZ+ radical and PA signal at ∼520 nm, the latter
was subtracted from the total TA signal at ∼520 nm to obtain
the PTZ+ radical kinetics. Here we have assumed that the PA
signal is constant over 500−650 nm spectral window in CdS-
PTZ complexes because of the near constant PA amplitudes
observed in free NRs (Figure 2a). Fitting the radical kinetics
(Figure 4c) by multiexponential formation and decay showed a
formation and decay time (half-life) of 4.4 ± 1.2 ns and 310 ±
50 ns. The formation time agrees well with the hole transfer
time determined from the PA kinetics. The radical decay
process corresponds to the charge recombination between
electrons in the CB of CdS NR and holes in PTZ+ radical to
regenerate the CdS NR-PTZ complexes in the ground state.
Therefore, PTZ+ radical and XB show the same decay kinetics
when normalized at long delay times (Figure 4c). The
amplitude weighted decay time constants of PTZ+ radical
(310 ± 50 ns) and XB (250 ± 2 ns) indeed agree with each
other within fitting errors. These traces differ at earlier delay
time when the PTZ+ radical kinetics contains the contributions
of both the radical formation and decay processes (Figure S4).
Note that PTZ+ radicals are stable in the oxidized form to
enable the study of the charge recombination process.
However, for many sacrificial donors used in photocatalysis,
oxidation can lead to their irreversible decomposition or
transformation to suppress the charge recombination step. Even
in this situation, long-lived charge separation is still highly
desirable to allow for the completion of the irreversible
chemical changes.
It is well-known that charge transfer rates from nanocrystals

increase with the number of adsorbed molecules.60−62 To

Figure 3. TA spectra of CdS NR-PTZ complexes measured with 400
nm excitation. (a) TA spectra evolution from 1 ps to 3000 ns. (b)
Zoom-in of the 500−600 nm wavelength range shows the formation
and decay of oxidized PTZ+ radical signal.

Figure 4. Comparison of TA kinetics of (a) XB and (b) PA in CdS
NR-PTZ complexes (red solid lines) and free CdS NRs (gray dashed
lines) measured with 400 nm excitation. (c) shows the PTZ+ radical
kinetics (red solid line) and its comparison to XB kinetics (gray
dashed line) in CdS NR-PTZ complexes. The black solid lines are
multiexponential fits.
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estimate the number of PTZ per CdS NR (m) and intrinsic
hole transfer time per PTZ (τint), we measured PTZ
concentration dependent hole transfer kinetics. Note that in
these experiments we used another NR sample that has almost
the same average length and diameter as the one used above
(Figure S5). As shown in Figure S6, indeed, with increasing
PTZ concentration, the PA decay becomes faster. However, PA
signal is too small for reliable quantitative analysis of PTZ
concentration dependent hole transfer rates. Since we have
shown that trapped hole PA decay agrees with trapped state PL
decay, we can also use the latter to monitor the hole transfer
process. As shown in Figure 5a, trapped state PL decay kinetics

of CdS NRs becomes faster with increasing PTZ concentration
from 0.001 to 3.4 mM. The PL decay kinetics can be fit by
multiexponential functions from which half-life was determined
to represent the PL decay time (Table S2).
Hole transfer could occur through static (to PTZ adsorbed

on the NR surface) and dynamic (to free PTZ in solution via
collision) pathways.29 Figure 5b shows that the average PL
decay rate (the inverse of PL decay half-life), increases with the
PTZ concentration and approaches saturation at high
concentrations. This is inconsistent with dynamics quenching
which predicts a linear increase of PL decay rate with quencher
concentration. Therefore, static quenching dominates in our
CdS NR−PTZ system, i.e., hole transfer occurs to PTZ
molecules adsorbed on NR surfaces. Weiss and co-workers
reported previously that in PbS QD-molecular electron
acceptor systems, static and dynamic quenching occur on the
ps and μs time scales, respectively.63 The dynamic quenching
was ∼1000 fold slower than diffusion limited rate and was
attributed to the presence of native ligands on the QD surface.
It appears that in CdS NR- PTZ system, hole transfer by
dynamic quenching is also much slower than diffusion limit and
is too slow to be observed due to a limited excited state lifetime
of CdS NRs.
The plot of average PL decay rate as a function of PTZ

concentration (Figure 5b) can be fitted to a static quenching

model that contains two assumptions (see SI for details): first,
the average number of PTZ per NR (m) depends on PTZ
concentration according to the Langmuir adsorption iso-
therm;62 second, the distribution of adsorbed molecules is
Poissonian.27,61,64 From the fit, we obtain a hole transfer time
per PTZ molecule of τint = 120 ± 20 ns (or half-life of 83 ± 14
ns). This corresponds to an average hole transfer efficiency of
44.6 ± 5.1% for a NR with only one hole acceptor. The fitting
also generates parameters for Langmuir adsorption isotherm
(SI), from which we can calculate the fractional surface
coverage (θ) of PTZ on NRs and average PTZ number per NR
(m), as shown in Figure 5c. The correspondence between half-
life (τ1/2) and average PTZ number per NR (m) allows us to
estimate that for the CdS NR-PTZ sample studied above (τ1/2
= 3.6 ± 1.5 ns), the average number of adsorbed molecules on
the NR surface is ∼16 ± 7. Therefore, the high hole transfer
efficiency is achieved by the presence of many adsorbed hole
acceptors through a static quenching mechanism. Nonetheless,
in photocatalytic systems, the concentration of sacrificial donors
typically lies within mM to M,20 under which conditions hole
transfer rates are most likely enhanced by the availability of
multiple hole transfer acceptors.
Because CB electrons in CdS NRs are long-lived, the red-

shifted (∼0.75 eV) trap emission band (Figure 1b) can
originate from trapped holes with large trapping energy or
strong coupling to phonons (large Huang−Rhys parame-
ter).44,45 In the former case, the trapped holes locate at around
−5.6 V (vs vacuum), as estimated from the VB edge (−6.35 V
vs vacuum) of CdS NRs, which have a small (∼−0.1 eV)
driving force and small reorganization energy for transfer to
PTZ (−5.5 V vs vacuum). In the latter case, the transfer of the
trapped hole has a larger driving force (−0.1 to −0.7 V) and a
larger reorganization energy. According to Marcus theory,65

both mechanisms lead to large hole transfer barriers and slow
hole transfer rates. Fortunately, similar mechanisms also slow
down recombination between CB electrons and trapped holes.
It is the slow intrinsic CB electron-trapped hole recombination
that enables efficient hole extraction by PTZ molecules.
The exact nature of hole trap states in CdS nanostructures

remains unclear. Previous research indicates that they likely
arise from unpassivated sulfur anions on CdS surfaces,26 or
formation of polarons.44,45 Hole trapping states are likely
universal for CdS and other cadmium chalcogenide nanostruc-
tures because most ligands used for nanocrystal synthesis and
protection are Lewis bases that are expected to bind to the
surface Cd2+ sites with minor hole passivation effects.
Therefore, implementation of CdS into photocatalytic systems
inevitably involves extraction of trapped holes. Our results
suggest that ultrafast hole trapping in nanocrystals is actually
beneficial for efficient charge separation since holes are
immobilized at the trapping sites while electrons can diffuse
to the catalytic sites to achieve long-lived electron−hole charge
separation. Trapped holes can be efficiently extracted by
sacrificial electron donors to enable multiple reductions of
catalysts required for light driven H2 generation.

■ CONCLUSION
In conclusion, we have studied the efficient transfer of trapped
holes from colloidal CdS nanorods (NRs) to adsorbed
molecular hole acceptor, phenothiazine. We observed that
>99% of VB holes were trapped within 0.73 ps in free CdS NRs
to form a photoinduced transient absorption (PA) feature.
Recombination between CB electrons and trapped holes

Figure 5. Concentration dependent hole transfer rate. (a) Time-
resolved trapped state PL decay kinetics of CdS NRs as a function of
PTZ concentration. (b) Average PL decay rate (inverse of half-life) as
a function of PTZ concentration and its fit to the model described in
the SI. The gray dashed line is a linear plot predicted by dynamic
quenching. (c) Estimated average PTZ number per NR (m) and
fractional surface coverage (θ) of PTZ on NRs using the model
described in the SI.
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occurred with an average half-life of ∼67 ns. In the presence of
PTZ, the trapped holes were transferred to adsorbed PTZ
molecules in ∼3.8 ns (half-life) to form long-lived charge
separated states (CdS−-PTZ+) with an half lifetime of 310 ns.
This hole transfer time was considerably faster than the slow
CB electron-trapped hole recombination inside CdS NRs,
leading to an estimated ∼95% hole extraction efficiency in this
system. Therefore, trapped holes in CdS NRs can still be
efficiently extracted. PTZ concentration dependent hole
transfer studies revealed that the high hole transfer efficiency
was achieved by the presence of ∼16 adsorbed hole acceptors
through a static quenching mechanism. Efficient extraction of
trapped holes enables the application of CdS NRs for
photoreduction half reactions (such as light driven H2
generation by reduction of water). Our findings offer general
mechanistic insights into the working principle of CdS based
photocatalytic systems.
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